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Abstract. Smart home refers to the independency and comfort that are ensured
by remote monitoring and assistive services. Assisting an elderly person requires
identifying and accurately predicting his/her normal and abnormal behaviors.
Abnormal behaviors observed during the completion of activities of daily living
are a good indicator that the person is more likely to have health and behavioral
problems that need intervention and assistance. In this paper, we propose a
method, based on long short-term memory recurrent neural networks (LSTM),
to automatically predicting an elderly person’s abnormal behaviors. Our method
allows to model the temporal information expressed in the long sequences
collected over time. Our study aims to evaluate the performance of LSTM on
identifying and predicting elderly persons abnormal behaviors in smart homes.
We experimentally demonstrated, through extensive experiments using a data-
set, the suitability and performance of the proposed method in predicting
abnormal behaviors with high accuracy. We also demonstrated the superiority of
the proposed method compared to the existing state-of-the-art methods.
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1 Introduction

Internet of Things (IoT), which is an emerging domain, promises to create a world
where all the objects around us are connected to the Internet and communicate with
each other with minimum human intervention. The crucial goal is to create a better
world for human beings, where objects around us are context awareness, that can
respond to questions: what we want, what we need and where we are. Smart homes
represent one of the main application domains of IoT that received particular attention
from researchers [1].

The smart homes become a safe and secure environment for dependent people.
They offer the ability (1) to track residents’ activities without interfering in their daily
life, and (2) to track residents’ behaviors and to monitor their health by using sensors
embedded in their living spaces [2]. The data collected from smart homes needs to be
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deeply analyzed and investigated, in order to extract useful information about residents’
daily routines, and more specifically (specific) activities of daily living.

Activity recognition [3], as a core feature of smart home, consists of classifying
data recorded by the different integrated environmental and/or wearable sensors, into
well-defined and known movements. However, dependent persons are usually exposed
to different types of problems causing them mostly to perform activities of daily living
in a wrong way. Therefore, detecting abnormal behaviors is of great importance for
dependent people in order to ensure that activities are performed correctly without
errors [4]. This will also ensure their safety and well-being.

Detecting an anomaly in the activities of daily living (ADL) of a person is usually
performed by detecting nonconformities from their usual ADL patterns. This has been
conducted in various works using classical machine learning algorithms [5, 6]. Tele-
health care requires systems with high accuracy, less computational time and less user
intervention because data are becoming larger and more complex [7]. However, deep
learning architectures provide a way to automatically extract useful and meaningful
spatial and temporal features of a raw data without the need for data labeling which is
time consuming, complex and error prone. This makes deep learning models easily
generalizable to different contexts. LSTM is a powerful deep learning model for
sequence prediction and anomaly detection in sequential data [8]. LSTM models are
able to extract temporal features with long time relationships. This property is of great
importance in smart homes in order to understand person’s behaviors, they change over
time, and particularly any deviations from normal execution of activities of daily living.

In this paper, we propose an LSTM model to identify and predict elderly people’s
abnormal behaviors. The rationale of using LSTM model in our work is threefold: (1) it
is capable of handling multivariate sequential time-series data, (2) it can identify and
accurately predict abnormal behavior in time-series data [9, 10], and (3) it can auto-
matically extract features from massive time-series data, which makes it possible to be
easily generalizable to other types of data. Therefore, the contributions of our paper can
be summarized as follows:

1. Proposing an LSTM model for automatic prediction of abnormal behaviors in smart
homes.

2. Managing the problem of imbalanced data by oversampling minority classes.

3. Conducting extensive experiments to validate the proposed LSTM model.

The paper is organized as follows: Sect. 2 presents an overview of anomaly
detection models and related work in machine learning algorithms. Section 3 presents
Materials and methods to conduct our work and the obtained results. Section 4 gives a
comparison of different machine learning algorithms. Finally, Sect. 5 discusses the
outcomes of the experiments and perspectives for future work.

2 Related Work

Tracking user behavior for abnormality detection has gain a large attention and
becomes one of the main goals for certain researchers [11]. Abnormal behavior
detection approaches are based mainly on machine learning algorithms, and more



38 M. Zerkouk and B. Chikhaoui

specifically supervised learning techniques [12]. Supervised classification techniques
need labelled data points (samples) for the models to learn. This kind of classification
requires to train a classifier on the labelled data points and then evaluate the model on
new data points. Therefore, in case of normal and abnormal classes, the model learns
the characteristics of these data points and classify them as normal or abnormal. Any
data point that does not conform to this normal class, will be classified as an anomaly
by the model. Various classification techniques have been applied for abnormal
behavior detection.

Pirzada et al. [13] explored KNN as a classifier which works well to classify data in
categories. They performed a binary classification where they classify activity as good
or bad to distinguish the anomaly in the user behavior. Eventually, the proposed KNN
applied to predicts whether the class belongs to regular (good) or irregular (bad) class.
The performed work monitor health conditions of elderly person living alone using
sensors in unobtrusive manner.

Aran et al. [4] proposed a method to automatically observe and model the daily
behavior of the elderly and detect anomalies that could occur in the sensor data. In their
proposed method, the anomaly relies on signal health related problems. For this pur-
pose, they have created a probabilistic spatio-temporal model to summarize daily
behavior. They define anomalies as significant changes from the learned behavioral
model and detected, the performance is evaluated by cross-entropy measure. Once the
anomaly is detected, the caregivers are informed accordingly.

Ordonez et al. [14] presented an anomaly detection method based on Bayesian
statistics that identify anomalous human behavioral patterns. Their proposed method
assists automatically the elderly person’s with disabilities who live alone, by learning
and predicting standard behaviors to improve the efficiency of their healthcare system.
The Bayesian statistics are choosen to analyze the collected data, the estimation of the
static behavior is based on three probabilistic features that introduce, namely sensor
activation likelihood, sensor sequence likelihood and sensor event duration likelihood.

Yahaya et al. [11] proposed novelty detection algorithm known as One-Class
Support Vector Machine (SVM) which is applied for detection of anomaly in activities
of daily living. The anomaly is situated in sleeping patterns, which could be a sign of
Mild Cognitive Impairment (MCI) in older adults or other health-related issues.

Palaniappan et al. [15] interested in detecting abnormal activities of the individuals
by ruling out all possible normal activities. Authors define abnormal activities as
unexpected events that occur in random manner. Multi-class SVM method is used as
classifier to identify the activities in form of a state transition table. The transition table
helps the classifier in avoiding the states which are unreachable from the current state.

Hung et al. [16] proposed a novel approach that mix SVM and HMM to a homecare
sensory system. RFID sensor networks are used to collect elder’s daily activities,
Hidden Markov Model (HMM) used to learn the data, and SVMs used to estimate
whether the elder’s behavior is abnormal or not.

Bouchachia et al. [17] proposed an RNN model to deal the problem of activity
recognition and abnormal behavior detection for elderly people with dementia. The
proposed method suffered from the lack of data in the context of dementia.
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The aforementioned methods suffer from one or more of the following limitations:

1. The presented methods focus on the spatial and the temporal anomalies in user
assistance. However, we noted that the abnormal behavior does not treated in the
case of the smart home.

2. These methods require feature engineering, which is difficult specifically when data
becomes larger.

3. The abnormality identification and prediction lack of good accuracy.

These points motivate us to propose a method, which tries to overcome these
limitations and to be useful in smart homes for assistance.

3 Proposed Method

In this section, we present a description of our problem related to the identification and
prediction of elderly person’s abnormal behaviors.

3.1 Problem Description

Abnormality detection is an important task in health care monitoring, particularly for
monitoring elderly in smart homes. Abnormality consists in finding unexpected
activities, variations in normal patterns of activities, finding the patterns in data that do
not conform to the expected behavior [18] because humans usually perform their ADLs
in a sequential manner. According to [19], the abnormality can be categorized into
temporal, spatial, and behavioral abnormality. Our work focuses on the behavioral
anomaly because this kind of abnormality depends on the same on time (when per-
forming the activity) and location (where performing the activity). Each activity is
defined by a sequence of sub-activities and if the person violates the expected sequence
then it is an abnormality.

3.2 LSTM for Anomaly Description

LSTMs [20] are a recurrent neural network architecture, the principal characteristic is
the memory extension that can be seen as a gated cell, where gated means that the cell
decides whether or not to store or delete information, based on the importance it assigns
to the information. The assignment of importance happens through weights, which are
also learned by the algorithm. This simply means that it learns over time, which
information is important.

LSTM architecture consists of three layers: Input layer, hidden layer and output
layer. The hidden layers are fully connected to the input and output layers. A layer in
LSTM is composed from blocs, and each block has three gates: input, output and forget
gates. Each gate is connected to each other. These gates decide whether or not to let
new input in (input gate), delete the information because it isn’t important (forget gate)
or to let it impact the output at the current time step (output gate).

As we mentioned previously, our motivations in using LSTM rely on the fact that it
enables to remember their inputs over a long period of time which allows to remember
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the data sequences. Abnormality detection aims to identify a small group of samples,
which deviate remarkably from the existing data. That why, we choose LSTM to
identify and accurately predict the abnormality behavior from a long sequential data
given that persons perform their ADL in a sequential manner, less human intervention
in the identification and prediction process.

The LSTM input layer development requires reshaping the data. It needs the input
data to be 3-dimensions as training sample, time step, and features. We add for this
layer an activation function (ReLu). To avoid overfitting problem in LSTM architec-
tures, we used the dropout method [24] and improve model performance. In our
proposed model, the dropout is applied between the two hidden layers and between the
last hidden layer and the output layer. We setup the dropout at 20% as recommended in
literature [24].

The last layer (dense layer) defines the number of outputs which represents the
different activities and anomaly (classes). The output is considered as vector of integer
which is converted into binary matrix. The anomaly prediction is formulated as multi
classification problem which requires to create 7 output values, one for each class,
Softmax as activation function and categorical_crossentropy is used as the loss func-
tion. The Fig. 1 indicate the LSTM architecture development.
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Fig. 1. LSTM development.

4 Experiment Study

In this section, we present our dataset that we want to analyze, overcome to the
problem of imbalanced data by oversampling our data with SMOTE. After that, we
identify and predict the abnormal behavior based on LSTM model.
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4.1 Dataset

This research uses SIMADL [21] dataset generated by OpenSHS [22] which is an open
source simulation tool that offered the flexibility needed to generate the inhabitant’s
data for classification of ADLs. OpenSHS was used to generate several synthetic
datasets that includes 29 columns of binary data representing the sensor values, each
binary sensor has two states, on (1) and off (0). The sensors can be divided into two
groups, passive and active. The passive sensors react without explicitly the participants
interact with them. Instead, they react to the participant movements and positions.
The sampling was done every second. Seven participants were asked to perform
their simulations using OpenSHS. Each participant generated six datasets resulting in
forty-two datasets in total. The participants self-labelled their activities during the
simulation. The labels used by the participants were: Personal, Sleep, Eat, Leisure,
Work, Other and Anomaly. The simulated anomalies are behavioral and are described
in Table 1. Note that each user has his/her own behavioral abnormality to simulate.

Table 1. Anomalies description

Participants | Description

Participant 1 | Leaving the fridge door open
Participant 2 | Leaving the oven on for long time
Participant 3 | Leaving the main door open
Participant 4 | Leaving the fridge door open
Participant 5 | Leaving the bathroom light on
Participant 6 | Leaving tv on

Participant 7 | Leaving light bedroom and wardrobe open

4.2 Imbalanced Data

The distribution of the classes (that represent the different ADL) is not uniform, leads to
imbalanced classes. This situation appears because of rare abnormal behavior which is
clear in the Fig. 2. As shown in Fig. 2, the class anomaly represent a minority. We
tackle this problem in order to improve our classification performance. Dealing with
imbalanced datasets requires strategies such as oversampling techniques before pro-
viding the data as input to the LSTM model. Oversampling strategy consists in aug-
menting the minority class samples to reach a balanced level with the majority class.

4.2.1 Oversampling
We deal with abnormality, called also anomaly, detection problem as a supervised
learning that refers to correctly classifying rare class samples as compared to majority
samples.

Therefore, anomalies are a minority in the whole behavior, which create an
imbalanced data problem. Therefore, we have to oversample our data and after that, we
can classify correctly.
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A subset of data is taken from the minority samples as an example and then new
synthetic similar data points are created. These synthetic data points are then added to
the original dataset. The new dataset is used to train the classification models. The main
objective of balancing classes is to either increasing the samples of the minority class or
decreasing the samples of the majority class. In oversampling, we increase the minority
class samples. This is done in order to obtain approximately the same number of
instances for both the classes as demonstrated in Fig. 2. Our motivation in the use of
this strategy is to avoid overfitting. We use SMOTE statistical method [23] to over-
sample our classes as indicated in Fig. 2. We note that the x-axes indicate the number
of classes and y-axes indicate the number of input data.
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Fig. 2. Imbalanced classes vs Balanced classes

4.3 Network Architecture and Hyper-parameters Tuning

The crucial task is to find a suitable network structure for training the data, specifically
to choose the right amount of nodes and layers. Many experiments were run by varying
LSTM networks architecture as shown in Table 2 to find the suitable units number. We
varied this number from 20, 30, 50, 60, 100 to 200. The number of layers was
experimentally fixed to four layers.

To compile and fit the model, we experimentally fixed mini-batch size to 128
samples, with ADAM [25] as optimizer, which is an algorithm that can used instead of
the classical stochastic gradient descent procedure to update the network weights
iterative based on training data.

Our experiment with LSTM were implemented in Python language using Keras
library [26] with Tensorflow [27]. The Fig. 1 shows the development of our LSTM
network and the adjusted parameters to obtain the appropriate results.

4.4 Performance Metrics Analysis

High performance system should have less false positive and false negative rates. The
performance of our proposed method is evaluated in terms of precision, recall and
f-score [28]. Table 2 presents the obtained results.
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Table 2. LSTM experiment.

Units | Precision | Recall | F-score
20 0.91 091 [0.91
30 0.87 0.85 ]0.86
50 0.90 0.90 ]0.90
60 0.86 0.86 |0.86
100 [0.90 0.90 [0.90
200 |0.90 0.90 ]0.90

Table 2 refers to the results obtained on SIMADL dataset for abnormal behavior
detection and shows that LSTM with 20 units gives the best precision of 0.91%, recall
of 0.91% and f-score of 0.91%. The rest of the results is expressed in the Table 2 for
which we have varied the unit number to 30, 50, 60, 100 and 200.

To demonstrate the superiority of the proposed method, we conducted comparison
with existing state-of-the-art methods. The results are summarized in Table 3.

Table 3. LSTM comparison with the state of the art.

Models | Precision | Recall | F-score
LSTM |0.91 091 091
SVM | 0.90 0.90 |0.90
NB 0.79 0.79 10.79
KNN | 0.89 0.89 10.89
NN 0.77 0.77 10.77

According to Table 3, we note that LSTM gives a good result by comparing to
machine learning methods such as: SVM, NB, KNN and NN.

5 Conclusion

We proposed an LSTM based abnormal behavior prediction method. Our method
identifies and predicts abnormal behaviors with a high degree of accuracy and with less
user intervention in order to automate the identification and prediction process. We
note that before to classify the activities, we have checked the distribution of classes,
we detected an imbalanced classes, to deal with this problem we have applied SMOTE
for oversampling classes.

The future work can focus on using real dataset from environmental and physio-
logical sensors to understand the health condition of the elderly person’s for better
wellbeing.
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